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crimes in those areas will be over-represented in future data.l??
This error is the best-understood version of algorithmic
discrimination as applied in the policing context. Bernard
Harcourt discussed it in his 2007 book arguing against actuarial
policing.128 Worse yet, when predictive policing is used specifically
to figure out where to put more officers, this phenomenon creates a
positive feedback loop that further skews future data, as the
increased police presence will lead to detection of more crimes in
that area.'?® Reporters and advocates have recognized these
dangers.130 An August 2016 statement released by seventeen civil
rights organizations noted that predictive policing would be
inherently biased because of its reliance on past crime data that
“primarily document[s] law enforcement’s response to the reports
they receive and situations they encounter, rather than providing
a consistent or complete record of all the crimes that occur.”3!
Another source of discriminatory effect is feature selection. Data
miners must “make choices about what attributes they observe and
subsequently fold into their analyses.”32 By necessity, the police

127 Scott L. Johnson, The Self-Fulfilling Prophecy of Police Profiles, in THE SYSTEM IN
BLACK AND WHITE: EXPLORING THE CONNECTIONS BETWEEN RACE, CRIME, AND JUSTICE 93,
105 (Michael W. Markowitz & Delores D. Jones-Brown eds., 2000) (noting that “profiles
legitimate past bias . .. which then generates more bias”); William J. Stuntz, The Political
Constitution of Criminal Justice, 119 HARV. L. REV. 781, 791 (2006) (“Whom the police catch
depends on where they look.”).

128 See HARCOURT, supra note 52, at 147-50 (“[I)f the police dedicate more resources to
investigating, searching, and arresting members of a higher-offending group, the resulting
distribution of arrests...will disproportionately represent members of that higher-
offending group.”). )

129 Ensign et al., supra note 47; see also HARCOURT, supra note 52, at 147-50 (discussing
what he calls the “ratchet effect”).

130 See STATEMENT OF CIVIL RIGHTS GROUPS, supra note 20 (stating the position of various
advocacy groups that predictive policing will only exacerbate the disproportionate scrutiny
that minority communities are subjected to from law enforcement); Bryan Llenas, Brave
New World of ‘Predictive Policing’ Raises Specter of High-Tech Racial Profiling, FOX NEWS
(Feb. 25, 2014), http://www.foxnews.com/world/2014/02/24/brave-new-world-predictive-polici
ng-raises-specter-high-tech-racial-profiling. html (quoting attorney and activist Hanni
Fakhoury as saying “if the data is biased to begin with and based on human judgment, then
the results the algorithm is going to spit out will reflect those biases”); Matt Stroud, The
Minority Report: Chicago’s New Police Computer Predicts Crimes, But Is It Racist?, THE
VERGE (Feb. 19, 2014), https://www.theverge.com/2014/2/19/5419854/the-minority-report-th
is-computer-predicts-crime-but-is-it-racist (citing “red flags” that have been raised by
Chicago’s predictive policing system).

131 STATEMENT OF CIVIL RIGHTS GROUPS, supra note 20.

132 Barocas & Selbst, supra note 19, at 688.
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make judgment calls about where geographic hot spots are, what
features they should aim to contain, and how big they should be.133
They must also decide whether to remain simple and take into
account only location, crime type, and date and time, as PredPol
does,'3¢ or include many other variables like socioeconomic
indicators, weather, seasonality, recurring events and holidays, and
proximity of other known offenders—as is the case with a product
like HunchLab.135 These choices have downstream effects.

The possibility of error rates is exacerbated if police or the
software companies they contract with add features by purchasing
data from data brokers. Their profiles often are not correct!3¢ and,
at best, are optimized for commercial uses, not police work.13?
Data brokers assemble these profiles with the assumption that
they will be used for targeted advertising,!3® where the total stakes
for an errant profile is the risk that someone sees an incorrect
advertisement. Data brokers’ incentives are to make their models
just good enough so that their customers can profit more by using
them than by not using them.!3® This is a very error-tolerant
metric. There is no reason to suspect that low absolute error rates
are even of interest to commercial data brokers—that they will
not, for example, link information to the wrong person,4° or that
they have any interest in assuring the representativeness of their
data sets.14!

133 See Bachner, supra note 8, at 20.

134 About PredPol, PREDPOL, http://www.predpol.com/about/ (last visited Sept. 19, 2017).

185 AZAVEA, HUNCHLAB: UNDER THE HOOD 12 (2015), https://cdn.azavea.com/pdfs/hunchla
b/HunchLab-Under-the-Hood.pdf.

136 See Bobby Allyn, How the Careless Errors of Credit Reporting Agencies Are Ruining
People’s Lives, WASH. POST (Sept. 8, 2016), https://www.washingtonpost.com/posteverything/
wp/2016/09/08/how-the-careless-errors-of-credit-reporting-agencies-are-ruining-peoples-lives/.

137 FED. TRADE COMM'N, DATA BROKERS: A CALL FOR TRANSPARENCY AND ACCOUNTABILITY
38 (2014), https://www.ftc.gov/system/files/documents/reports/data-brokers-call-transparenc
y-accountability-report-federal-trade-commission-may-2014/140527databrokerreport.pdf.

138 See id. at 26—27.

139 See id. at 36 (“The procedures that the data brokers use to assure the quality of the
data they provide to clients depend on the type of product at issue and the data broker’s
business model.”).

140 See Jain, supra note 120, at 832 (“Arrest data may be linked to the wrong person—
particularly when arrested individuals have common names or provide false identification
at the time of their arrest.”).

141 See O'NEIL, supra note 111, at 12-13.
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Finally, the coarseness or granularity of features could affect
outcomes along the lines of protected class. Features at the wrong
level of granularity can result in generalizations that are
“simultaneously rational and unfair” because certain individuals
are “actuarially saddled” by statistically sound inferences that are
nevertheless inaccurate.’#? That is, proximity or similarity to
certain groups of outcomes will cause an inappropriate adverse
determination. But feature selection is unavoidably subjective,
and it is often unclear beforehand whether is it more accurate or
unfair to define the location of a crime by address, 500-foot square,
city block, or square mile. Moreover, the more “accurate” decision
may not lead to the fairest result for people swept up in that
region.

2. Person-Based Predictive Policing. The next type of predictive
policing is person-based, but not investigation driven. For
example, Intrado’s Beware software allows police to draw on
publicly available data, including social media data, to check the
“threat score” of a person or address as a 911 call comes in, and to
assign a label of green, yellow, or red, accordingly.!43 Other
systems analyze social media to automatically find gang
members.14* Still other systems, like Chicago’s “heat list,” find the
likeliest people to be involved in an unspecified future crime.!45

The disparate impact harm stemming from racial imbalance in
these systems is different. These systems could lead to extra
monitoring of their subjects, and when a later crime occurs, police
might be more likely to look at them first. Or, if police respond to
a call with an erroneous “red” threat level, they might proceed
anxiously—with an itchy trigger finger—or otherwise be more
easily provoked into unnecessary force. Because the effects of
these systems are aimed at individuals,'4¢ the harm also looks

142 FREDERICK SCHAUER, PROFILES, PROBABILITIES, AND STEREOTYPES 3—7 (2006).

143 See Justin Jouvenal, The New Way Police Are Surveilling You: Calculating Your Threat
‘Score,” WASH. POST (Jan. 10, 2016), https:/www.washingtonpost.com/local/public-safety/the-n
ew-way-police-are-surveilling-you-calculating-your-threat-score/2016/01/10/e42bccac-8e15-11e
5-baf4-bdf37355da0c_story.html.

144 See, e.g., Lakshika Balasuriya et al., Finding Street Gang Members on Twitter 2016
IEEE/ACM INT'L CONF. ON ADVANCES IN SoC. NETWORKS ANALYSIS & MINING (ASONAM),
685, https://arxiv.org/pdf/1610.09516v1.pdf; Buntin, supra note 88.

145 See Buntin, supra note 88.

146 See id.
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different than the results of resource-management decisions
driven by crime-mapping. But some of the effects can be similar in
scale. As sociologist Sarah Brayne has documented, the Los
Angeles Police Department’s person-based predictive policing uses
a simple points-based system, where more points means a person
is a greater threat.!4” To find “the worst of the worst,” the LAPD
adds one point per police contact, leading to the very same type of
feedback loops that exist in place-based policing.148 Over time, the
erroneous appearance of greater threat levels in minority
neighborhoods could also exacerbate an already adversarial
relationship with police and endanger lives as a result.

Just like mislabeled instances of crime in place-based systems,
the embedding of historically biased policing will teach the
algorithm that being a person of color makes one more likely to be
a criminal.’#® Beyond historical inaccuracies, person-based
systems are likely to encounter more data collection pitfalls than
place-based systems. For example, when training an algorithm
with examples of people who have been shot and have not been
shot, the police have much more data on those who have been shot.
While this “class imbalance” is a fixable problem in principle,50
care must be taken to ensure the representativeness of a much
larger class of people who have not been shot, so as to avoid
sampling bias. Social media data is also vulnerable. The
structural biases of the particular system the police extract data
from, whether Twitter, Facebook, or some other service, could
change the patterns of connections that are observed.'3* Whether
police attempt to extract a generalizable pattern of associations!5?

147 See Sarah Brayne, Big Data Surveillance: The Case of Policing, 82 AM. Soc. REV. 977,
986-89 (2017).

18 Jd. at 987 (“An individual having a high point value is predictive of future police
contact, and that police contact further increases the individual’s point value.”).

149 See id. at 997.

150 See Jason Brownlee, 8 Tactics to Combat Imbalanced Classes in Your Machine
Learning Dataset, MACHINE LEARNING MASTERY (Aug. 19, 2015), http://machinelearningma
stery.com/tactics-to-combat-imbalanced-classes-in-your-machine-learning-dataset/.

151 Zeynep Tufekei, Big Questions for Social Media Big Data: Representativeness, Validity
and Other Methodological Pitfalls, PROC. EIGHTH INT'L AAAI CONF. WEBLOGS & SOC.
MEDIA, 2014, at 505, 508, http://www.aaai.org/ocs/index.php/ICWSM/ICWSM14/paper/view
File/8062/8151. -

162 See Bachner, supra note 8, at 22—-24.
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or perform a social media analysis,!?3 such as with an attempt to
find gang members,'5¢ they have to understand the ways that the
social networking platform changes the data from what they might
expect to see in the offline world.

Feature selection is also more complicated with respect to
people rather than places. Representations of people in data are
necessarily reductive. As Toon Calders and Indré Zliobaité have
noted, “[iJt is often impossible to collect all the attributes of a
subject or take all the environmental factors into account with a
model.”’%5 Police may be tempted to use certain types of data—for
example, race, gender, neighborhood, or age—because it is easily
accessible. Choice of features would ideally not be made based on
cost or accessibility. Features that do not adequately capture the
relevant distinctions between people or locations will make the
predictions less accurate. But cost and convenience are common
factors in these decisions, and both can lead to discriminatory
outcomes.156

3. Suspect-Based Predictive Policing. The final type of system
is suspect-based. Suspect-based systems are the digital
descendants of offender profiling. They will be used to create a
model for what a person who might commit a particular crime
might look like, and then that model will be used to locate
suspects.’®” Though not yet commonly deployed—at least as far as
one can tell from public information—suspect-based predictive

163 See Somini Sengupta, In Hot Pursuit of Numbers to Ward Off Crime, N.Y. TIMES (June
19, 2013), http://bits.blogs.nytimes.com/2013/06/19/in-hot-pursuit-of-numbers-to-ward-off-cri
me/. '

164 See Emerging Technology from the arXiv, How to Detect Criminal Gangs Using Mobile
Phone Data, MIT TECH. REV. (Apr. 14, 2014), https://www.technologyreview.com/s/526471/ho
w-to-detect-criminal-gangs-using-mobile-phone-data/ (describing a software platform “that can
bring together information . . . to recreate detailed networks behind criminal organizations”).

155 Toon Calders & Indré Zliobaite, Why Unbiased Computational Processes Can Lead to
Discriminative Decision Procedures, in DISCRIMINATION AND PRIVACY IN THE INFORMATION
SOCIETY 43, 47 (Bart Custers et al. eds., 2013).

186 See id. at 52 (noting that data features are often not collected because the “data is hard
to collect,” which results in “overestimating the importance” of the features that are
collected).

167 See Michael L. Rich, Machine Learning, Automated Suspicion Algorithms, and the
Fourth Amendment, 164 U. PA. L. REV. 871, 876 (2016) (describing “Automated Suspicion
Algorithms” that “seek to predict individual criminality™).
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policing systems will be here soon.!® They are also the most
troubling of the three types.

Here, the harm is that racial disparities in the outcome of the
algorithm create a greater degree of suspicion and higher
likelihood of finding probable cause due to a suspect’s race. While
the mechanisms of discrimination are similar to those above, it is
worth separating out suspect-based policing because it has most
vividly captured the imagination of those writing about predictive
policing,15® and it is the most likely to respond to Fourth
Amendment oversight. That is because, unlike the prior two
methods, suspect-based policing would be used in service of an
investigation, which is the primary context in which the Fourth
Amendment operates.'®©  Andrew Ferguson has pointed out
troubling difficulties with using the Fourth Amendment to address
Big Data-driven investigations,'®! but at least it is not a total
conceptual mismatch.

C. BUTIS IT ALWAYS DISCRIMINATION?

While there are many ways an algorithm could be skewed in a
direction harmful to protected classes, the algorithm could also be
accurate and still have a disproportionate impact. The model
could have no data quality problems and “optimal” choices of
problem definitions and features, but still make determinations
primarily based on a trait or group of traits that, due to redundant
encodings, incidentally serves as a proxy for race. Here, the
algorithm would be rediscovering certain inequalities in soclety

188 See Ferguson, supra note 25, at 351; Rich, supra note 157, at 871-75, 878-79; see also
Reed E. Hundt, Making No Secrets About It, 10 ISJLP 581, 588 (2014) (“[GJovernment now
routinely asks computers to suggest who has committed crimes.”).

189 See, e.g., Elizabeth E. Joh, The New Surveillance Discretion: Automated Suspicion, Big
Data, and Policing, 10 HARv. L. & PoL'Y REV. 15, 28 (2016) (discussing “algorithms that
search for suspicious activity”); Rich, supra note 157, at 897 (discussing “automated
suspicion algorithms”).

160 See Renan, supra note 33, at 104243 (explaining that the Fourth Amendment does
not address programmatic surveillance because it is transactional—that is, focused on
individual moments in investigations); Meares, supra note 32, at 165 (noting that “the
constitutional framework is based on a one-off investigative incident”).

161 See Ferguson, supra note 27, at 401-04 (explaining that using big data as a
justification to stop individuals will “underminfe] the individualized and particularized
protections in the Fourth Amendment”).

https://digitalcommons.law.uga.edu/glr/vol52/iss1/6
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that lead to disparate rates of crime among people of different
groups.

In this case, the very accuracy of the determination would cause
the racial disparity in output.'62 This leads to some difficult
questions. If there is a neighborhood or hot spot that truly does
have more crime, is it actually discriminatory to have more police
presence there? Is it even harmful? The communities in which
more crimes occur might welcome a greater police presence. Even
if they do not welcome it, though, it may not be “discriminatory,”
as we usually use the term. On the one hand, if police increase
their presence in communities that are already in bad shape, that
may increase the cycle of community disruption and poverty, and
exacerbate the extant criminal problem.1®3 On the other hand, the
police are just doing their job. Even if there is agreement that
such a result is unfair, fixing it would require the police to make
less accurate determinations in order to racially rebalance the
algorithm.'6¢  Asking police to catch fewer criminals after
conceding the accuracy of their algorithms would be a hard sell.

Nonetheless, there are reasons to be cautious about this
conclusion. First, it will often be difficult to observe a disparate
impact in the output of such a system and determine conclusively
whether it is actually a reflection of reality, or a function of the
various problems described above.'®> Without some form of
perfectly omniscient data, this may be functionally impossible.16

162 See Barocas & Selbst, supra note 19, at 692.

163 See Ferguson, supra note 76, at 230 (“The counterintuitive result is that a greater
police presence can, in fact, foster the social conditions that increase crime. Disrupting
existing social connections through arrest, incarceration, or intrusive surveillance causes
normal social connections break down.”).

184 See Barocas & Selbst, supra note 19, at 692 (noting that, because a “more precise form
of data mining will be more likely to capture disparate impact, police would have to utilize
less accurate data to resolve the problem”).

165 See infra Part IV.A.

166 A group of computer scientists, recognizing that problems where good “ground truth”
data is available are fundamentally different from those where it is not, have proposed
different technical fairness measures for those situations. Where ground truth data is
available, they propose a measure called “disparate mistreatment” that aims to equalize error
rates of the prediction between groups. Muhammad Bilal Zafar et al., Fairness Beyond
Disparate Treatment & Disparate Impact: Learning Classification Without Disparate
Mistreatment, Proc. 26th Intl World Wide Web Conf. 1171, 1171 (2017). This is a better
measure because, once equalized, error rates are made an optimization constraint, and the
improvements in the algorithms will benefit everyone equally. But where ground truth data
does not exist or is untrustworthy, they advocate a return to the disparate impact
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Scholars and advocates have made this argument repeatedly.
They argue that, although police officers see arrest rates as gospel
about differing demographic crime rates, there is no such proof.167
And as discussed in greater depth later, the realities of data
mining often make it impossible to tell whether the ultimate
source of discrimination is error or reality.1%8 Thus, because the
claim that discrimination merely reflects reality may not be
sustainable, the “hard sell” might not turn out to be a realistic
scenario. :

Second, even if there is no discrimination in the legal sense,
there is still a broader fairness argument to be made against the
result. If the algorithms are mere reflections of reality, then
another route to addressing crime is addressing the background
conditions of these communities that lead to increased crime.l?
Police need not use these systems solely for criminal enforcement.
For example, when the Chicago police rolled out plans for the
Strategic Subjects List, they claimed that it would lead at least
partly to the provision of social services.!”™ This makes sense, as
the list predicts both victims and perpetrators of gun crime.”t If
the results of predictive policing are used to help those deemed
likely to be involved in future crime, as a preventative measure,
then even skewed data should not be thought of as discriminatory
because there is no harmful result. But the current evidence
demonstrates that rather than involving social services, “the
prevention strategy ... was not well developed and only led to
increased contact with a group of people already in relatively

standard, id. at 1172, which in computer science means aiming equalize outcomes rather than
error rates within an acceptable margin of disparity. ’

167 See, e.g., HARRIS, supra note 116, at 75-78.

168 See Barocas & Selbst, supra note 19, at 722; infra Part IV.A.

169 See ROBINSON & KOEPKE, supra note 18, at 6 (suggesting that data could be used to
“track and reward strategies that do a better job of balancing a community’s needs and
interests”).

170 Jd. at 9.

171 Id. (“According to one newspaper report, this was meant to be a carrot-and-stick
approach, where individuals on the list would be warned that ‘further criminal activity,
even for the most petty offenses, will result in the full force of the law being brought down
on them . .. At the same time, police extend them an olive branch of sorts, an offer of help
obtaining a job or of social services.’” (quoting Jeremy Gorner, Chicago Police Use ‘Heat
List’ as Strategy to Prevent Violence, CHL. TRIB. (Aug. 21, 2013), http://articles.chicagotribun
e.com/2013-08-21/news/ct-met-heat-list-20130821_1_chicago-police-commander-andrew-pap
achristos-heat-list)).
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frequent contact with police.”” A statement released by a
Consortium of Civil Rights groups stated, “[o]ther vital goals of
policing, such as building community trust, eliminating the use of
excessive force, and reducing other coercive tactics, are currently
not measured and not accounted for by these systems.”'”® This
accords with Kevin Haggerty and Richard Ericson’s observations
at the turn. of the century that even efforts by social service
agencies “wedded to a welfarist ideology of service delivery” were
later “drawn into the harder edge of social control.”17* As Sarah
Brayne similarly observed, “regardless of the reason they were
kept in the first place, data and records are increasingly integrated
and deployed by law enforcement agencies for a broad range of
surveillance purposes.”'7

If police see their job as surveilling and arresting criminals, and
see predictive policing as merely a way to identify them or
determine places and times at which they can arrest them, then
these systems will produce the unfair results described above,!7¢
even when accurate. But this need not be the way predictive
policing is used. Rachel Harmon has argued that police usually
define their job by arrests, but that such an extreme focus on
arrests has unexamined and unjustified costs.'”” Arguing that
police should have less discretion to arrest, she writes that “[i]f
more people can, through a less discretionary process, be released
with only a low increase in failures to appear and reoffending,
then broad discretion to arrest is no longer justified.”'”® Though
she does not discuss predictive policing, this idea of detecting risk
is the central purpose of predictive policing technology. If the
technology is genuinely demonstrating facts about current reality,
then aiming to change that reality rather than perpetuating it
through arrest is the fairer result.

172 Saunders et al., supra note 18, at 363.

173 STATEMENT OF CIVIL RIGHTS GROUPS, supra note 20.

1714 Kevin D. Haggerty & Richard V. Ericson, The Surveillant Assemblage, 51 BRIT. J. SOC.
605, 611 (2000).

175 Sarah Brayne, Surveillance and -System Avoidance: Criminal Justice Contact and
Institutional Attachment, 79 AM. SOC. REV. 367, 371 (2014).

176 See supra notes 172—82 and accompanying text.

177 See Rachel A. Harmon, Why Arrest?, 115 MICH. L. REV. 307, 313-20 (2016).

178 Jd. at 354.
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III. THE FAILURES OF STANDARD ACCOUNTABILITY TOOLS

While data mining has the ability to be superior to police
hunches and reduce discriminatory results, police cannot simply
trust that their analytics are accomplishing those tasks. And just
as police cannot trust their tools not to be discriminatory, society
cannot merely trust police to know or care. The adoption of new,
potentially harmful policing tools must be regulated somehow:
But our standard modes of regulation are not working. Typically,
police are regulated through the Fourth and Fourteenth
Amendments, but neither has much to say about unintentional
discrimination. = Even if they did, or a hypothetical anti-
discrimination law was passed, it would pose its own challenges.
Thus, before Part IV proposes a new model of regulation to address
the potential for discrimination in predictive policing, this Part
explains why the current models fail.

A. THE CONSTITUTION DOES NOT PROVIDE THE ANSWER

If the police arrest a person on the recommendation of a
suspect-based predictive policing algorithm, the arrestee might
hope that the Fourth Amendment can provide a solution. The
arrest would go something like this: police are driving down the
street, running a facial recognition program to identify people,17®
and then running those names through their algorithms based on
publicly available data to see who matches a profile. Once they
find a match, they arrest the person on suspicion of whatever
crime they are looking to solve. This scenario is a quintessential
Fourth Amendment problem.

Andrew Ferguson has argued that such an arrest would not
raise Fourth Amendment concerns on its own.!®® Yet the Fourth
Amendment is the primary tool for police regulation in American

178 See Clare Garvie et al., The Perpetual Line-Up: Unregulated Police Face Recognition in
America, GEORGETOWN CTR. ON PRIVACY & TECH. (Oct. 18, 2016), https://www.perpetualline
up.org.

18 See Ferguson, supra note 25, at 330 (describing a hypothetical scenario using facial
recognition software in which the police attain “particularized, individualized suspicion
about a man who is not doing anything overtly criminal®).

https://digitalcommons.law.uga.edu/glr/vol52/iss1/6
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law.!8l Thus, it is worth pushing a little further to ask a slightly
different question: Could the Fourth Amendment be implicated if
the algorithm was shown to have racially disparate results? An
arrestee in the above scenario might argue that he was
unreasonably searched or seized because the police methods were
discriminatory or that the reliance on race implies a lack of
individualized suspicion. Person-based tools have a more tenuous
connection to the Fourth Amendment because even if a person is
watched more closely, that should, in theory, be separate from the
facts leading to probable cause. And place-based tools used for
resource management will not create a Fourth Amendment
concern, because those tools are not related to investigations.

But it turns out that the Fourth Amendment will not address
the potential harms identified in Part II. Nor will the Equal
Protection Clause of the Fourteenth Amendment, because it does
not protect against disparate impact.'82 The standard strategies
for constitutional regulation of the police are therefore ill-suited to
address disparate impact caused by predictive policing.

1. Race and the Fourth Amendment. Discussions of race and
the Fourth Amendment usually begin with Whren v. United
States,!83 a 1996 case holding that the subjective motives of police
officers, including racial bias, do not invalidate an otherwise
lawful stop.!®* In Whren, a police officer stopped two black men in
an SUV in a “high drug area” of Washington D.C., and found drugs
in the car.!85 Moving to suppress the evidence, the defendants
argued that a reasonable police officer would not have stopped
them for the stated reasons, and that those reasons were mere
pretext for a racially motivated stop.'8¢ The Court did not care.
Because the defendants sped off at an “unreasonable” speed, the
officer had probable cause to believe that a traffic violation had
occurred and that was the end of the inquiry.18?7 As long as the

181 Rachel A. Harmon, The Problem of Policing, 110 MicH. L. REV. 761, 785 (2012)
(“[Alecording to legal scholars, the Constitution continues to be the primary means for
regulating the police.”).

182 See Washington v. Davis, 426 U.S. 229, 238-42 (1976).

183 517 U.S. 806 (1996).

184 See id. at 813.

185 Id. at 808-09.

186 Jd. at 809.

187 Jd. at 810.
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officers “could have” stopped the car for a traffic violation, it was
irrelevant why they actually stopped the car.!'® No matter that
because the police could always find probable cause for a traffic
violation, it would be trivial for officers to stop someone on account
of his race.18® While the Court “of course agree[d] with petitioners
that the Constitution prohibits selective enforcement of the law
based on considerations such as race,” it held that petitioners
should make their claims under the Equal Protection Clause.!9°

In light of Whren, “scholars have written off the Fourth
Amendment as a basis for challenging racially motivated searches
and seizures.”’?’ But unintentional data-driven discrimination
complicates the picture. In a sense, Whren was not actually a case
about race. It held that probable cause was to be measured by an
objective standard and that subjective motivations did not factor
in.1%2 When the Whren Court mentioned race, it held that “the
constitutional basis for objecting to intentionally discriminatory
application of laws is the Equal Protection Clause, not the Fourth
Amendment.”’% The problems of discrimination in data mining,
however, are not those of motive, conscious or unconscious. When
police rely on a machine for their suspicion detection, the officers
using the program are not even being subconsciously racist.!®* The
people creating the model—as opposed to those using it—are more
directly responsible for the discriminatory outcome, but neither
are they likely to be relying, even unconsciously, on racial
stereotypes.195

The conventional wisdom is actually more dismissive than the
doctrine. As Devon Carbado summarized: “[Flor purposes of

188 Id. at 809 (citing United States v. Whren, 53 F.3d 371, 374-75 (D.C. Cir. 1995)). This
could be contrasted with the “would have” justification—“whether a police officer, acting
reasonably, would have made the stop for the reason given.” Id. at 810.

189 Id. at 812.

190 Jd. at 813.

191 Thompson, supra note 39, at 960-61.

192 Whren, 517 U.S. at 813.

193 Jd. (emphasis added).

194 See Barocas & Selbst, supra note 19, at 698-700.

195 Cf. id. at 699 (“For example, the person who came up with the idea for Street Bump
ultimately devised a system that suffers from reporting bias, but it was not because he or
she was implicitly employing some racial stereotype. Rather, it was simply inattentiveness
to problems with the sampling frame.” (footnote omitted)).
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